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Suzuki Type Common Fixed Point Theorem in Complete
Metric Space and Partial Metric Space

Binayak S. Choudhury?, Chaitali Bandyopadhyay*®

?Department of Mathematics, Indian Institute of Engineering Science and Technology, Shibpur, Howrah - 711103, West Bengal, India

Abstract. In this paper we establish that a pair of compatible mappings have unique common fixed point
in metric and partial metric spaces respectively. The mappings are Suzuki type. We give examples to
illustrate our results.

1. Introduction

Meir-Keeler[19] made a new type generalizations of Banach contraction principle[5] in 1969.The Banach
contraction principle[5] plays an important role in fixed point theory. Fixed point theory is an important
and powerful tool to study the phenomenon of nonlinear analysis. Banach contraction principle has many
generalizations in various branches of mathematics. Some of these generalization in metric spaces are in
[1,6-9, 16, 19, 20, 30].

Partial metric spaces are spaces where we have the concept of non-zero self distances. The motivation
behind this concept was to obtain a modified version of Banach contraction principle, more generally to
solve certain problems arising in computer science. The need for such study arose in computer science
where a metric approach to certain problems of denotational semantics[31] can be modified to incorporate
non-zero self-distances. Elementary fixed point results having important implications in computer sciences
was proved in the introductory papers[17, 18]. After that a number of papers on fixed points have appeared,
some references being [2-4, 11, 13, 21, 26, 32].

Recently, Suzuki [19] proved two fixed point theorems, one of which is a new type of generalization of the
Banach contraction principle and does characterize the metric completeness. The Banach contraction does
not have this property. Another one is a generalization of Meir-Keeler’s result. The work of Suzuki[28]
also provides with a new methodology of proof which has been followed afterwards in a number of papers
[14, 15, 22, 23, 29, 33]. There are also direct generalization of this result in works like [24].

The concept of compatible mappings was introduced by Jungck[12] as a generalization of commuting
mappings. The utility of compatibility in the context of fixed point theory was demonstrated by extending
a theorem of Park-Bae [25]. Recently Samet et al[27] introduced a definition of compatible pair of mappings
in partial metric spaces.

In this paper we prove that two compatible mapping have unique common fixed point in metric and partial
metric spaces respectively. The result is supported with examples. In the corresponding metric spaces, the
result generalizes a theorem of[23].
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2. Preliminaries

Definition 2.1. [17] Let X be a nonempty set and let p : X X X — R™ be such that the following are satisfied. For
allx,y,z € X,

(Py) x=y e plx,x)=py,y) =plxy)

(P2)  p(x,x) < p(x, y);

(P3)  p(x,y) = p(y,);

(Py)  p(x,y) < plx,2) + p(z,y) = p(z,2).

Then the pair (X, p) is called a partial metric space and p is called a partial metric on X.

It is clear that if p(x, y) = 0, then from (P;) and (P;), x = y. Butif x = y, p(x, y) may not be 0. If p be a partial
metric on X, then the functiond, : X x X — R" defined as

dp(x, y) = 2p(x, y) = p(x, %) = p(y, y)

satisfies the conditions of an usual metric on X. Each partial metric p on X generates a Ty topology 7, on X,
whose base is a family of open p-balls {B,(x, ¢) : x € X, ¢ > 0} where

By(x,e) ={y € X : p(x, y) < p(x,x) + &}, forall x € X and ¢ > 0.
The concepts of convergence, Cauchy sequence, completeness and continuity in partial metric space are
given in the following definition.

Definition 2.2. [17] Let (X, p) be a partial metric space.

(1) A sequence {x,} in the partial metric space (X, p) converges to the limit x if and only if p(x, x) = lim, e p(x, Xy).
(2) A sequence(x,} in the partial metric space (X, p) is called a Cauchy sequence

if limy, n—eo P(Xim, X)) exists and is finite.

(3)A partial metric space (X, p) is called complete if every Cauchy sequence {x,} in X converges with respect to T, to
a point x € X such that p(x, x) = limy, y—eo P(Xm, Xn).

(4) A mapping f : X — X is said to be continuous at xo € X if for every € > 0, there exists 6 > 0 such that
f(By(x0,0)) < By(f(x0), €)-

The definition of continuity described above is equivalent to the following statement.
A function f : X — X, where (X,p) is a partial metric space, is continuous if and only if f(x,) — f(x)
whenever x, — x asn — oo.

Lemma 2.3. [17] Let (X, p) be a partial metric space.

(1) A sequence {x,} is a Cauchy sequence in the partial metric space (X, p) if and only if it is a Cauchy sequence in the
metric space (X, dp).

(2) A partial metric space (X, p) is complete if and only if the metric space (X, d,,) is complete. Moreover lim,, oo dy(x, X;,)
0 if and only if p(x, x) = limy, e P(X, Xp) = liMyy 00 P(Xm, Xn)-

Definition 2.4. [11] A sequence {x,} in a partial metric space (X, p) is called 0-Cauchy if
lim p(x,, xu) = 0. We say that (X, p) is O-complete if each 0-Cauchy sequence in X converges to a point x € X
n, m—oo

such that p(x, x) = 0.

Note that, each 0-Cauchy sequence in (X, p) is Cauchy in (X, d,) and every complete partial metric space is
0-complete.

Proposition 2.5. [10] Let (X, p) be a partial metric space. Then the function d : X x X — [0, oo) defined by
d(x, y) = 0 whenever x = y and d(x, y) = p(x, y) whenever x # y, is a metric on X such that t4, C t4. Moreover,
(X, d) is complete if and only if (X, p) is 0-complete.
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Theorem 2.6. [28] Define a function 6 from [0,1) onto (1,1] by

: (V5-1),
1, if O<r<*=5=
0 =11, i 5D <pcod
=, fif %Sr<1.

Let (X, d) be a complete metric space. T is a mapping on X. If T satisfy the following
O(ryd(x, Tx) < d(x,y) = d(Tx, Ty) < rd(x,y) forall x,y € X,
then T has a fixed point.

Definition 2.7. [12] Let S and T be mappings from a metric space(X, d) into itself. Then S and T are said to be
compatible if limy,_,cod(STx,, TSx,) = 0 whenever {x,} is a sequence in X such that limy,_,oSx, = lin,eTx, =z
for some z in X. Thus, if d(STx,, TSx,) — 0 as d(Sx,, Tx,) — o, then S and T are compatible.

Definition 2.8. [27] Let (X, p) be a partial metric space and F, g : X — X are mappings of X into itself. We say that
the pair {F, g} is partial compatible if the following conditions hold:
(b1) p(x, x) = 0 = p(gx, gx) = 0;

(b2) limy, e p(Fgxn, gFx,) = 0, whenever {x,} is a sequence in X such that Fx,, — t
and gx, — t for some t € X.

3. Main Result

Result in metric space

Theorem 3.1. Let (X, d) be a complete metric space. Let S be a continuous mappings on X and T be another mapping
on X such that {T, S} is compatible and T(X) C S(X). Also let for all x,y € X and for any € > O there exist 6(¢) > 0
such that

(i)%d(Sx, Tx) < d(Sx, Sy) = d(Tx, Ty) < max{d(Sx, Sy), %(d(Sx, Tx) +d(Sy, Ty))}; 1)

(ii)%d(Sx, Tx) < d(Sx, Sy) and max{d(Sx, Sy), %(d(Sx, Tx) +d(Sy, Ty))} < € + 0(¢)
= d(Tx,Ty) < e. (2)
Then there exists a unique common fixed point of S and T.

Proof. Since T(X) C S(X), therefore for any x € X there exists y € X such that Tx = Sy.
So we can define a mapping I on X satisfying SIx = Tx for all x € X. Thus it is clear that,

wl= X, if Sx =Tx;

#X, if Sx # Tx.

For x € X with Sx # Tx, we have
d(Sx, Tx) < 2d(Sx, Tx) = 2d(Sx, SIx).

It follows from (1) that

d(Tx, TIx) < max{d(Sx, Slx), %(d(Sx, Tx) + d(Slx, TIx))}
< max{d(Sx, Tx),d(Tx, TIx)}
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therefore,
d(SIx, SIIx) < d(Sx, SIx) 3)

for all x € X with Sx # SIx.
For x € X with Sx = Tx, we have Ix = x, so

d(SIx, SIIx) < d(Sx, SIx) for all x € X. 4)

Let u € X. Put up = u and u, = I"u for all n € IN. By (4), {d(Suy, Su,+1)} is a real decreasing sequence of
positive terms and hence converges to some a > 0. Suppose a > 0, then by (3), {d(Su,,, Stiy41)} is strictly
decreasing and hence d(Su,, Su,4+1) > a for alln € IN.

Take j € IN with d(Su;, Suji1) < a + 6(a).

Since

1
max{d(Su;j, Suji1), z(d(suj, Tuj)) + d(Sujs1, Tuje)}

1
= max{d(Su;, Suj1), E(d(sujz Suji1)) +d(Sujs, Sujso)}
= d(Suj,Suj1)

it follows by (2) that d(Tuj, Tujy1) = d(Suji1, Sujiz) < . This is a contradiction. Therefore a = 0.
So,

lim d(Su,,, Stty41) = 0. ®)

Fix € > 0 and put 6; = min{¢, 6(¢)}. By (5) we can choose v; € IN such that
d(Suy,, Suy41) < 61 forall n > vq.

Fixl € N with [ > v4.
We shall show, by induction, that

A(Suy, Sttgy) < € + 01 (6)

for all m € IN.
If m =1, (6) is obvious. Suppose that d(Su;, Suj4y,) < € + 01 holds for some m € IN.
When d(Su;, Suy.,,) < € we have,

p(Suy, Supimer) < A(Suy, Stigrm) + A(Stiem, SUim+1)
<ée+01.

In the other case, when ¢ < d(Su;, Suj,,,) < € + 61, we have

d(Suy, Tup) = d(Suy, Sup) < 61 < & < d(Suy, Sutgen) < 2d(Suy, Stigm)-

Therefore, 1d(Su;, Tu;) < d(Suy, Stigr,).

Moreover,

(31 + 51
2

}

max{d(Su;, Stjpm), %(d(sulf Sug1) + A(SULem, Stieme1))} < max{e + 01,

:S+61
< e+ 0(¢e).
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By (2) we obtain
A(Sup, Suiemar) = d(Tuy, Tupy) < €
Hence,

d(Suy, Supimi1) < d(Suy, Super) + d(Supir, Stgmsr)
<e+01

so by induction (6) holds for all m € IN.
Since ¢ is arbitrary, we have

lim sup d(Suy,, Su,) < .
n—oo, m>n

Therefore {Su,} is a Cauchy sequence in (X, d). Since (X, d) is complete there exist z € X such that

Su, — z. S0 Tu, = Su,.1 — z. (7)
Next we show that z is a fixed point of S. Arguing by contradiction, we assume that Sz # z. Also we denote
by B = d(Sz, z). Obviously, we have § > 0.
Therefore we have,

d(Suy, Sup) — 0, d(SSuy,, SSuys) — 0, d(Suy, SSu,) — B,

Therefore, v, € IN such that

d(Suy,, Stiy41) < g, d(SSuy,, SSu1) < g, d(Suy,, SSuy,) > g for alln > v,.

Then
d(Sun, Tuy,) _ d(Suy, Sini1) P
> = > < 1 < d(Su,, SSuy,).
So, by (1) we obtain that

1
d(Tuy,, TSu,) < max{d(Su,, SSu,), z(d(Sun, Tu,) + d(SSu,, TSuy,))}

1

d(Suy41, SSuy41) < max{d(Su,, SSu,), E(d(Sun, Suty41) + d(SSuy,, SSuy41))}
Since

1 p

E(d(Sun,SunH) + d(SSuy,, SSuy41)) < 5 < d(Su,, SSuy,)
we get

d(Suy41, SSuy41) < d(Suy,, SSuy,), for all n > v;.
This implies that {p(Su,,, SSu,+1)} is strictly decreasing for large n € IN and

d(Suy, SSuy,) >  forn > v,.

Then we can take j € IN such that j > v» and d(Su;, SSu;) <  + 6(B).
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Then
d(Suj, Tu]-) = d(Suj, Su]-+1) < g < Zd(Suj, SSM]').

That is, lal(Suj, Tuj) < d(Suj,SSu;)
and

d(Sujy1, SSujyr) = max{d(Su;j, SSu;), %(d(Suj, Tuj) +d(SSuj, TSu;))} < B+ 6(p).

Therefore, from (2) we have,
d(Tu;, TSu;) < B

Since, {T, S} is compatible and Su,, — z and Tu,, — z as n — oo, thus for vz € N
d(STuj, TSu;) < B forall j > vs.

Choose v. = max{v,, v3}. Thus for all j > v., we get

d(Suj+1, SSL{]'+1) = d(Tuj, STMj)
< d(Tu]-, TSM]‘) + d(STu]-, TSu]-)
< 2B

1382

(8)

which contradicts (8). Thus we obtain that Sz = z. Let us prove Tz = z. If there exist v € IN such that

Su, = Su,41 then Su, = Tu, and by construction of I we obtain u, = u,.1.
Hence u,, = u, for all n > v. Since Su,, — z we have Su,, = z for n > v and then

Tz =TSu, = STu, = SSu,41 = Sz = z.
In the other case, we have
Su, # Su,,1 foralln € IN.
So
Su, # Tu, forn € IN.
If
d(Suy,, Suy41) = 2d(Suy, z)
and
d(Suns1, Stins2) 2 2d(Stini1, 2),
then we have by (3)

d(Suy,, Suy41) < d(Su,, z) + d(Suyyq, 2)
<d(Suy,z) +d(Suy1,2)

1
< E(d(sun/ Sun+1) + d(sun+1r Sun+2))
< d(Suy, Suy1)
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This is a contradiction. Therefore we have
either

d(sun/ Sun+1) < Zd(sunr Z)
or
d(Sty41, Sthy1o) < 2d(Suyy1,z) for n e IN.

Then from (1)
either

d(Tu,, Tz) < max{d(Su,, Sz), %(d(Sun, Tu,) +d(Sz, Tz))}
or
A(Tuyss, T2) < maxtd(Stuns1, 52), 5 (d(Sugen, Tis) +d(S2, T2)

holds for n € IN. Therefore, there exist a subsequence {n;} of {n} such that

d(Tuy,, Tz) < max{d(Sun;, Sz), %(d(Sunj, Tuy,) +d(Sz, Tz))}

holds for j € IN.
Since Tuy; = Suy,,, and Su,, — z we obtain that

d(z, Tz) < max{d(z, Sz), %(d(z, z) + d(5z, Tz))}
= %d(z, Tz) [since z = Sz].

which implies that, Tz = z.
Hence in all cases, we have shown z is a common fixed point of S and T.
We suppose that y is another common fixed point of S and T. Since

%d(SZ, Tz) < d(z,y) = d(Sz, Sy)
we have by (1)

d(z,y) = d(Tz, Ty) < max{d(Sz, Sy), %(d(Sz, Tz) +d(Sy, Ty)))
=d(Sz,Sy)
=d(z,y)
This is a contradiction. So the common fixed point is unique. [J
Example 3.2. Let X =1{0,1,2,3,4............ }, and

dx,y) =x+y+4whenx # yforalx, yeX;
d(x,y) = 0when x = y.

Therefore (X, d) be a complete metric space.
Define two functions S, T on X as follows:

Sx = 2x

1383
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Ty = 2[5, if 0<x<60;
0, if 60 < x.

where [x] is the greatest integer not greater than x. It is clear that TO = 0 = SO, otherwise Sx # Tx for all x € X. We
can define a mapping I on X by Ix = [35] if 0 < x < 60 and Ix = 0 if x > 60, where [x] is the greatest integer not
greater than x.

Case I

Let 0 <x<60and y € X.

1 1 X
Ed(Sx, Tx) = E(Zx + Z[E] +4)

1 x+0+2=x+2, if 0<x<20;
Ed(Sx,Tx)z x+1+2=x+3, if 20 < x < 40;
X+2+2=x+4, if 40 < x < 60.

Therefore,
%d(Sx, Tx) < d(Sx, Sy).
And
max{d(Sx, Sy), 3(d(S+, Tx)+d(Sy, Ty)) = maxld(x, Sy, 3(d(Sx, %)+ d(Sy, T

B 1 X Y
_max{2x+2y+4,2(2x+ [20]+4+2y+[20]+4)

=2x+2y+4
= d(Sx, Sy).

For ¢ > 0, there exist 6(¢) > O such that,

max{d(Sx, Sy), %(d(Sx, Tx) +d(Sy, Ty))} < € + 0(¢) implies d(Tx, Ty) =0 < &.
Hence the result is true for 0 < x < 60 and y € X.

Casell. Let 60 < xand y € X.

In this case Tx = 0, the result is obvious.

0 is the unique common fixed point of S and T.

Result in partial metric space.

Lemma 3.3. Let (X, p) be a partial metric space, T a self map on X, d the constructed metric in Proposition 2.5 and
x, y € X. Then

max{d(Sx, Sy), 3(d(Sx, Tx) + d(Sy, Ty))} = max{p(Sx, Sy), 1 (p(Sx, Tx) + p(Sy, Ty))} for all x, y € X with x # y.

Proof. The proof of the lemma is almost identical with that of Lemma 2.2 in [10]. We do not give the details
of proof here. Instead, we refer it to [10]. [

Theorem 3.4. Let (X, p) be a complete partial metric space. Let S be a continuous mappings on X, and T be another
mapping on X such that {T, S} is partial compatible and T(X) C 5(X).
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Also let for all x, y € X and for any € > 0O, there exist 6(¢) > 0 such that

()3P(5% T2) < p(Sx, 5y) = p(Tx, Ty) < max{p(Sx, Sy), 5 (5% T + p(Sy, Ty);

(ii)%p(Sx, Tx) < p(Sx, Sy) and max{p(Sx, Sy), %(p(Sx, Tx) + p(Sy, Ty))} < e + 6(¢)
= p(Tx,Ty) < e.

Then there exist a unique common fixed point of S and T.

Proof. By using Proposition 2.5, (X, d) is a complete metric space, where d is the constructed metric.
By Lemma 3.3, we have

1 1
max{p(Sx, Sy), 5 (@d(Sx, Tx) + d(Sy, Ty))} = max{p(Sx, Sy), 5 (p(Sx, Tx) + p(Sy, Ty)}-
Therefore, for all x, y € X with x # y we have,
1 1
Ep(Sx, Tx) = Ed(Sx, Tx) < d(Sx,Sy) = p(Sx, Sy).

For any ¢ > 0, there exist 6(¢) > 0 such that

%p(Sx, Tx) = %d(Sx, Tx) < d(5x,Sy) = p(Sx, Sy)
and

max({p(Sx, Sy), %(p(Sx, Tx) + p(Sy, Ty))} = max{d(Sx, Sy), %(d(Sx, Tx) +d(Sy, Ty))}

< e+ 06(¢)

= d(Tx, Ty) = p(Tx, Ty) < &.
Then, by using Theorem3.1, S, T have unique common fixed point. [J
Example 3.5. Let

X =1[0,2] p(x,y) = max{x, y} forall x € X.

Therefore (X, p) be a complete partial metric space.
Define two functions S, T as follows:

Sy = 2x, if x €]0,1];
C3-x, if  xe[1,2]

Ty = ?, lf 0<x<1;
= if 1<x<2

x’/
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It is clear that TO = 0 = SO, otherwise Sx # Tx for all x € X.
Case 1.
Let 0 < x < 1. Then

%p(Sx, Tx) = %p(Zx, 0) = x < max{2x, 2y} = p(Sx, Sy).

Therefore,

max{p(Sx, Sy), %(p(Sx, Tx) +p(Sy, Ty))} = max{p(2x,2y), %(P(Zx, 0) + p2y, 0)}

= max{max{2x, 2y}, %(Zx +2y)}

= max{2x, 2y}. (10)

For € > 0, there exist 6(¢) > 0 such that
max{p(Sx, Sy), %(p(Sx, Tx) + p(Sy, Ty))} < € + 0(¢) implies p(Tx, Ty) = 0 < &.
Hence the result is true for 0 < x < 1.
CaselIl. Let1 <x<2.
1p(Sx, Tx) = 3(3 — x) < max{3 — x,3 — y} = p(Sx, Sy).
Now,

max{p(Sx, Sy), %(p(Sx, Tx) + p(Sy, Ty))} = max{max{3 — x,3 — y}, %(3 -x+3-y)}
=max{3 -x,3 -y} (11)

We also have p(Tx, Ty) = max{3, ;}. (12)
Now for the given € > 0, there exist 5(¢) > 0 such that

max{p(Sx, Sy), %(p(Sx, Tx) +p(Sy, Ty))} < € + 0(¢).

Using (11), (12) and the above inequality implies p(Tx, Ty) < &.
Hence the result satisfied for 1 < x < 2.
0 is the unique common fixed point of S and T.
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